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This note is a continuation of our attempts (see [3]) to give a satisfactory
representation-theoretic justification of the following formula of D. E. Littlewood:

n ( i -* i ) n (i-x<x^) = s(-i)(|/ |+r</>>/2s/(^). (i)
i i<j I

where st is the Schur symmetric function corresponding to a partition / , |/| is the
weight of / , r(I) is the rank of / , and the summation ranges over all self-conjugate
partitions (i.e. partitions / such that / = / where / is the partition conjugate to / ) .

The inverse of the left-hand side of (1) is the character of the representation
S.(U + A2U) over Gl(U), where S.(V) means the symmetric algebra of vector space V
over a field of characteristic zero. In [3] we used the Koszul complex over
S.(U + A2U) to express the left-hand side of (1) as the alternating character P of the
representation A(U + A2U) of Gl(U). We decomposed A(U + A2U) into irreducible
representations (Schur functors) and showed that only terms corresponding to self-
conjugate partitions remain in P after cancellation of other terms, thus proving (1).

The main result of this note is the following

THEOREM. Let U be a vector space over a field K of characteristic zero and consider
U + A2U as a Lie algebra with the only non-trivial bracket [u,v] = u A veA2U, u,veU.
Let R = R(U) denote the enveloping algebra ofU + A2U. There exists an exact complex of
free R-modules

C(U): ...->R®K(®SI(U))->...-+R®KS2JU)^...^R®KU-+R^K-+0, (2)

where SI is the Schur functor corresponding to a partition I and the summation in the
nth component of C(U) ranges over all self-conjugate partitions I such that n

Obviously the Theorem implies (1). Indeed, the exactness of C(U) gives

charjR(C/).char(S (-
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and since char R(U) = cha,vS.(U + A2£/) by the Poincare-Birkhoff-Witt Theorem, we
get (1).

To proceed with the proof of the Theorem, let us notice that R can be endowed
with a grading by setting degx = 1 for xeU and degx = 2 for xeA2U. One knows
that, for R viewed as a graded ./if-algebra, there exists a minimal free resolution of
K over R, say

E: ...^En->...^E1->R^K^Q,
and every two minimal resolutions are isomorphic. The minimality of E means that
the complex E ® RK has zero differentials, i.e. that TorR(K,K) = H(E ® RK) =
E ®RK. In other terms En = ToxR(K,K) ® KR gives the nth component of the
minimal resolution. This implies that the Theorem follows from the following

PROPOSITION. If R is the enveloping K-algebra of the Lie algebra £/ + /\2 U, then
TorR(K,K) « ©/<S7(t/), where the summation ranges over all self-conjugate partitions I
such that n = (\I\ + r(I))/2.

To compute TorR(K, K) we are going to use a special resolution of K over R, its
Koszul complex.

With an arbitrary Lie algebra L over a field K one can associate the Koszul
complex K(L) = {Kp,dp} over the enveloping algebra R of L:

v
dp(r ®f ,A ... A tp) = £ (-l)i+1r<p(ti) ® tx A ... A it A ... A tp

i-i

+ S (-l)< + ' r®[«<.y A <! A ... A tt A ... A t} A ... A <p,

where reR,tteL, and (p: L^-R is the canonical embedding. I t turns out that this
complex is acyclic for any Lie algebra (see [1], chapter XIII) and is a free resolution
of K over R. Hence Tor*(iC,iO = H{K(L) ® RK).

Proof of the Proposition. To compute r£orR(K, K) in the case of the Lie algebra
L = U + A2C/ we must analyse the complex K(L) ®RK. It is clear from the explicit
formula of the differential in K(L) that

Decomposing ^(U + f^U) as S£+J.p A
4(Z7) ® A'(A2U) we see that the differential

dp ® 1 can be expressed as a composition

Am(A2U),

where the first map consists in diagonalizing A'(f/) into Al~2(U) ® A2(t7) and the
second one is the multiplication in the algebra A(A2U). Therefore K(L) ® RK splits
into a direct sum of the following complexes:

: 0 -> A2P(U) -* A2p~2(U) ®

-> A2p"2<(t/) ® A'( A2C/) • + . . . - • Ap(A2f/) -»• 0,

. 0 ^ ^p+i(C7) _» A 2 "" 1 ^) ® A2(C/) ->. . .

-> A2p+l~2i(U) ® A'(A2C/) -»- • • • -»• ̂  ® AP(A2C/) -* 0.
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Notice that the total degree of the term A'(C7) ® A'(A2£7) in K(L) is i+j.

We write F+(U) = @pF™(U), F~(U) =

and

hence we have TQJ.R{K R) = H{F(U)) = H(F+(U)) 0 H(F~(U)).

It follows from the discussion on p. 4 of [3] that

Hn(F
+(U)) r> © S,(U) and Hn(F-(U)) = © S,(tf).

/- / /-/
r(/)even r(/)odd

where the summation ranges over all self-conjugate partitions / such that n =
(\I\ + r(/))/2. Indeed, Sj(U) for / = / occurs only once in F+(U) or F~(U) in the term
A*(C/) ® A'(A2£7) where i = r(7), j = (|/|-r(/))/2. To obtain equalities in the above
inclusions we need a stronger tool.

It turns out that a computation ofH(F+(U)) and H(F~(U)) is closely related to the
syzygies of the ideal of 2 x 2 minors of a generic symmetric matrix. These syzygies
were calculated in [2] in terms of Schur functors and we are grateful to P. Pragacz
for pointing out this relationship to us.

Let us recall that the symmetric algebra S.(S2 U) can be regarded as an algebra of
polynomial functions on the aflfine space Symm(K) of symmetric ra x m matrices with
entries in a field K, where m = dimKU. One knows that S.(S2U) = @ JSJ(U),

summed over all partitions J with even parts. The ideal generated by all 2 x 2 minors
corresponds in the functorial notation to the ideal generated by S22(U) in S.(S2U). To
quote the result we need about syzygies of this ideal we define the following family
of complexes

: 0 ^ AP(S2U)-+S2U® AM<S2U)-+...

U) -+ ... -> S2P(U) ̂  0,

: 0 -+ U ® AP(«S2 V) -> *S3(C7) ® W~1(S2 U)-+...

-Sip+1-2i(U) ® A'(S,U) + ...+ S2P+1(U)-*0,

where differentials are described similarly as in F{iv)(U) and Fi2p+1)(U). However, the
grading in Gl9)(U) is denned by the exterior power index; notice the difference with
F{Q){U). We write G+(U) = ®p Gi2p)(U), G~(U) = ®p G i2p+1)(U). Now we can quote
from chapter III of [2] the following

LEMMA. (a)ToT^s'U)(S.(S2U)/(SMU),K) &Hn(G
+(U)) % ®jS,(U),where the sum-

mation is over all self-conjugate partitions such that r(I) is even and n = (|7| —r(/))/2;
(b) Tors

n*
s>U)(M,K)xHn(G-(U))x QjS^U), where M is the cokernel of the

composition
S21(U) ® S.(St U)^U®S2U® 8.(8, U) + U® S.(S2 U),

and where the summation is over all self-conjugate partitions I such that r(I) is odd and
n = (\I\-r(I))/2.

In both cases St(U) is contained in SrU)(U) ® A(|/|-r(/))/2(S2 U).

The first equalities in both formulae are elementary and can be proved using the
Koszul resolution of K over S.(S2 U). The hard part is the calculation of the homology
of G+(U) and G~{U).

7-2
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To compare the homology of G(9)(U) and F(q)(U) we observe that one can pass from
Gia)(U) to FiQ)(U) using two operations. The first operation is taking the dual
complex

(G<2">(£/))*: 0->S2p(U*)^S2p_2(U*) ® S2(U*) -> ...

-» S2p_i((U*) ® Al(S2(U*)) ->...-> AP(S2(U*)) -> 0.

The second one is the Young duality that sends S,(U) into Sf{U). This means that
S2j(U*) ® ft(8t(U*)) goes into A2i(U*) ® A'(A2(t/*)) and the complex (G(2p)(U))* into
F(Zp)(U*). Since the homology of G{m(U) consists ofSj(U) with / self-conjugate (see
(a) of the Lemma) we infer that

Hn(F+(U)) a 9,8,(17),

where / is self-conjugate, r(I) is even and n = (|/|-|-r(/))/2! this last equality coming
from the fact that we change the grading when passing from G+(U) to F+(U).

In a similar way we interpret Hn(F~(U)) using (b) of the Lemma thus completing the
proof of the Proposition.

I t would be interesting to have an explicit construction of the complex (2).
I t is perhaps worth mentioning at this point that the Lemma implies the following

formulae:
(S «„(*)) 11(1-* ,* , )= S (

i i<Zj I-I
r(/> even

( £ W * ) ) I I ( i - * , * , ) = S ( ) , ( )
i t^j I-I

r(/)odd

because charS.(S2U)/(S22U) = 'Lis2({x) and ch&rM = His21+1(x). These formulas
when added up give the formula

i i<) I-T

By substituting —xi in place of xi we obtain the original formula (1) since we have
si(~xi> —x2,...) = ( — iyi]s,(x1,x2,...) for a n y pa r t i t i on / .
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